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AI doomers: the singularity

Source: David Donoho, ”Data Science at the Singularity”



The fastest-growing consumer application to date

▶ ChatGPT currently has over 180 million users

▶ In just 5 days, ChatGPT surpassed 1 million users

▶ openai.com gets approximately 1.6 billion visits per month

Source: https://explodingtopics.com/blog/chatgpt-users

https://explodingtopics.com/blog/chatgpt-users


Historical context

2003
Neural Lan-
guage Models

2008
Multi-task learning

2013
Word2Vec

Sept 2014
RNN Encoder-

Decoder

Dec 2014
seq2seq

2017
Transformer

June 2018
Generative Pre-

trained Transformer

2020
GPT-3



From last Thursday





How does GPT work?

Stage 1: unsupervised pre-training

Given token observations U1, . . . ,Un

L1(W , θ,W ) =
∑
i

logPW ,θ,W (Ui | Ui−k , . . . ,Ui−1)

M = {Pθ,W : (θ,W ) ∈ Θ× RH}
H = 50257× 12888 in GPT-3

W · {hot-encoded} =: h0 −→ decoder block(h0) = h1 −→ . . .
. . . −→ decoder block(hn−1) = hn −→ softmax

(
hnW

T
)

Stage 2: supervised fine-tuning

Given (X1,Y1), . . . , (Xm,Ym) with Xi = (X 1
i , . . . ,X

p
i )

L2(Wy ) =
∑
i

logPŴ ,θ̂,Wy

(
Yi | X 1

i , . . .X
p
i

)
=
∑
i

softmax
(
ĥp(i)W

T
y

)



https://peterbloem.nl/blog/transformers

https://peterbloem.nl/blog/transformers






What is pre-training?

Standard constrained empirical risk minimization (ERM) problem
over transformers with L layers, M heads, and norm bound B

θ̂ := argmin
θ∈ΘL,M,D′,B

L̂icl(θ)

ΘL,M,D′,B := {θ =
(
θ
(1:L)
attn ,θ

(1:L)
mlp

)
:

max
ℓ∈[L]

M(ℓ) ≤ M,max
ℓ∈[L]

D(ℓ) ≤ D ′, ∥θ∥ ≤ B}



Metric entropy

▶ Upper and lower bounds on the metric entropy of a given unit
ball in terms of its own norm.

▶ B unit ball of a normed vector space.

d log(1/δ) ≤ logN(δ;B, ∥ · ∥) ≤ d log

(
1 +

2

δ

)



Multi-head self-attention

https://peterbloem.nl/blog/transformers

https://peterbloem.nl/blog/transformers


Theorem (In-context linear regression, Bai et al. (2023))

Suppose P ∼ π is almost surely well-posed for in-context linear
regression. Then, for N ≥ Õ(d), with probability at least 1− ξ ,
the solution θ̂ of (TF-ERM) with L = O(κ log(κN/σ)) layers,
M = 3 heads, D ′ = 0 (attention-only), and B = O(

√
κd) achieves

small excess ICL risk over w⋆
p :

Licl (θ̂)− EP∼πE(x,y)∼P

[
1

2
(y − ⟨w⋆

P, x⟩)
2

]
≤ Õ

(√
L2MD2 + log(1/ξ)

n
+

dσ2

N

)

where Õ(·) only hides polylogarithmic factors in κ,N, 1/σ.



GPT-1: the first autoregressive transformer model (2018)

▶ trained on the Books corpus.

▶ train on a language modeling task, as well as a multi-task that
adds a supervised learning task.

GPT-2 (2019):

▶ all articles linked from Reddit with at least 3 upvotes (8
million documents, 40 GB of text)

▶ dispense with supervised learning task, make some other
architectural adjustments

▶ make model much bigger

GPT-3 (2020):

▶ use an even bigger corpus (Common Crawl, WebText2,
Books1, Books2 and Wikipedia)

▶ make model much, much bigger



GPT-1:

▶ 768-dimensional word embeddings

▶ 12 transformer blocks with 12 attention heads

▶ 512-token context window

▶ ≈ 117M parameters

GPT-2:

▶ 1600-dimensional word embeddings

▶ 48 blocks with 48 attention heads

▶ 1024-token context window

▶ ≈ 1.5 B parameters

GPT-3:

▶ 12,888-dimensional word embeddings

▶ 96 blocks with 96 attention heads

▶ 2048-token context window

▶ ≈ 175 B parameters



What about GPT-4?

▶ Embedding dimension, architecture... are corporate secret

▶ 128k-token context window (turbo)

▶ ≈ 1.76 B trillion parameters



Epilogue: causal inference with text

Source: NLP for Law and Social Sciences course by Elliot Ash,
ETH Zürich



Sridhar et al. (2019): causally sufficient text embeddings



February 2024

Y = θ0D + g0(X ) + ε, E[ε | X ,D] = 0

D = m0(X ) + ϑ, E[ϑ | X ] = 0



Thank you!


