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Motivation

Language models (LMs) can be powerful but also troublesome:

They don't understand how humans want to use them.
They have no notion of human intent.
Or worse, they have the wrong values.



Can we imbue human preferences?

If only we could provide the language models with human feedback

o Maybe they'd understand what we want

How do we tell them what we want?

Can we maybe annotate their outputs and have the LM learn from our
annotations?

o Annotate the language model generations of “bad behavior” as negative and “preferred
behaviors” as positive



Reinforcement Learning appears...

e I[f we have sparse rewards over what the language model should and should
not do this seems like a good case for RL:

The movie was awesome, amazing cast —  +1]

The movie: don't watch it, it's completely shit — -

e Key point: For many tasks we want to solve, evaluation of outcomes is

easier than producing the correct behavior

o Helpfulness in assistants
o Safety content/moderation



RLAF Is relied upon

RLHF is a key factor in many popular models, both on and off the record, including
ChatGPT, Gemini, Claude, Llama, and more

T “Meanwhile reinforcement learning,

(Pareto Improvement) known for its instability, seemed a

somewhat shadowy field for those in the

NLP research community. However,
reinforcement learning proved highly

L effective, particularly given its cost and

time effectiveness.”
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Presumptions of RLHF

1. “RL works” Optimal solutions can be achieved with finite data in complex environments.

2. “Von Neumann-Morgenstern (VNM) Utlllty theorem? Foundation of Utilitarianism.

Compare, aggregate, and compute preferences.

3. “Bradley-Terry model” Pairwise preferences can suitably perform as a basis of human values.

4. “Aggregation of preferences’ Mmultiple user preferences are successfully represented in training one
model by aggregating and comparing individual utilities.

5. “RLHF independence - data” The only preferences embedded in the model are from the specifically
collected training data.

6. “RLHF independence - training” User preferences are extracted uniformly via the RLHF process.

Lambert et al. The History and Risks of Reinforcement Learning and Human Feedback, 2023.



Presumption 1

Assumption 2 Optimality with approximate methods
Quantification of preferences Assumption 3 Temporal Difference Learning InstructGpT  Presumptions 4, 5,6
Hedonic Calculus Increasing reward ‘ L Aggregation of preferences
TD-Gammon ChatGPT Prof froi dat
: Operant Conditionin Utility-to-go ~ e
Port RO_)’CII IIJOglC P | 5 Y | 5 Q_Learning DQN for Atari (‘lau?e Preferences from RL
| |
Early 1662 1823 19381947 1952 1957 1960 19881992 1995 2013 2017 2020 2022
_I_._l_-_L-.-.-..I._.I._.I._I_.I_-.-.._I_I_.I._--_I_.I__?_I_.-.---
| |
Von Neumann-Morgenstern (VNM) Markov Decision Process Learning to Summarize
utility theorem

Bellman Equation Assumption 4
Optimal solutions exist

Presumption 2
Time and context independent preferences

Aristole, Plato, Epicurus... Bradley-Terry model Christiano et al. 2017
Assumption 1 Presumption 3 Deep RL from Human Preferences
Haman preferences exist Pairwise preferences



Review: Reinforcement Learning basics

Some notation:

a’t S; . state

1 : reward
a; : action
a; ~ me(se) : policy

Goal: learn policy to maximize rewards



Review: Reinforcement Learning basics in language

Language model we
are training

Next prompt

reward model & other
infrastructure

Some notation:

a’t S; . state

1 : reward
a; : action
ar ~ Mg (s¢) : policy

Completion to prompt
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History: RLHF for decision making

Pre Deep RL With Deep RL
Human provides scalar score Human compares trajectories
/ A Sensory @ h
Display :
Human Environment PREDICTED F:EUD%‘;NCK
REWARD
. 4 & o
Reward Action
€
d Weight N RL ALGORITHM OESERVALION
Update
Supervised M———f  Reward ACTION
Reward
\ Prediction 4 Christiano, Paul F., et al. "Deep reinforcement learning from human preferences." 2017.

Knox, W. Bradley, and Peter Stone. "Tamer: Training an agent manually via
evaluative reinforcement." 2008.
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History: preference models, alignment

Sep. 2019

Reward model training

inuation (x4) Rrs;vdaéld reward (x4) —> loss
L | Human label [
labeler

Policy training

.........................................................................................
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Figure 1: Our training processes for reward model and
policy. In the online case, the processes are interleaved.

Ziegler, Daniel M., et al. "Fine-tuning language models from human
preferences." arXiv preprint arXiv:1909.08593 (2019).

e Can learn from binary preference data

e Can optimize from sentence classifiers

e RLHF substantially changes how LLMs
generate text
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History: early OpenAl experiments with RLHF (InstructGPT)
Sep. 2020

© Collect human feedback © Train reward model © Train policy with PPO
A Reddit post is One post with , _ A new post is
sampled from two summaries — — sampled from the
the Reddit , judged by a - - — dataset. -
TL;DR dataset. — human are fed — -

to the reward , . ; -

model. | {

—=_ 0 S

<_
<_.

The policy n
Various policies —_— The raward = = _ generates a %

are used to EEE pr— model S joR ] summary for the
sample a set of | o pr— calculates a Q ‘;‘Z ) Q ‘.;;v. post. m
summaries. o e ' reward r for Y OO

e pach summary. £

e
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Two summaries .‘
are selected for = =~ ] , ' ==

evaluation. — O —_©O

-

A human judges
which is a better
summary of the
post.

Figure 2: Diagram of our human feedback, reward model training, and policy training procedure.

Stiennon, Nisan, et al. "Learning to summarize with human feedback." 2020.

“1 is better than k™

The loss is
calculated based
on the rmwards

and human label,

and is used to
update the
reward model.

loss = log(ofr - r,))

[

9 is better than k™

The mward
model calculates
a raward for the

summary.

The reward is
used to update
the policy via
PPO.

13



Outline

1. Introduction & history
2. Core technical overview
3. Emerging directions

14



Three phases of RLHF

ase SFT

model (instruction, helpful, chatty etc.

Laneneodes
v inenespasitn
Imunapcacs . esasagon.

p— == - ot
macsmpensosIn

Inogusttds

oroiponIp

Playground task @

Talk to the
assistant

Task 10f 5

preference collection

Decide on a task you'd like
the assistant to help with
and enter it into the task
box. Interact with the Al
assistant. When you're

finished, select a final

response from the assistant

and leave a comment

on

how the assitant did in the
comment box. Click to go to

the next task.

Comments

| thought the assistant was ...

Rating

ORSOROIO)

Bad

O

Good

N

Human
| have to come up with a conversation with an Al assistant for the purposes of showing it off in a demo. What sorts of conversation

topics would you recommend?

Assistant

| think the best topics for conversation are common themes and interests that everyone could have. Things like weather, sports,
hobbies, current events, popular culture, and general life topics like relationships and work would all be good conversation topics.
You could also have more advanced conversations discussing philosophy and morality if you want to demonstrate some higher level
Al capabilities.

Human
| think I'm more interested in an advanced conversation. What's a good starter question if | wanted to discuss something

philosophical, like epistemology or the nature of language?

Assistant

| think an excellent philosophical topic would be epistemology, which is the theory of knowledge, and specifically how we can know
and understand the world around us. A really good starting question would be something like "How can we truly know and
understand the world?", or "What is the nature of knowledge?". If you want to go even deeper, | think philosophy of language would
also be fascinating - questions like "What is meaning?", "How do language and thought relate?", and "How can language mislead and
deceive?" would be great discussion topics.

Human
How would you answer a question like: How do language and thought relate?

Choose the most helpful and honest response

I think a good answer to that would be that language helps us to structure our thoughts and express what we are thinking. Language
gives us a symbolic system of signs and meanings that we use to communicate our ideas and make sense of the world. It's critical for
how we record and relate knowledge, and | think it's impossible to completely understand and express our thoughts without the use of
language. Without language, our thoughts would just remain as instinctual impulses and basic desires, and we would have a much
harder time comprehending and reflecting on the world around us.

| think the key relationship between language and thought is that language allows us to communicate and express our thoughts and
ideas to others. Language is a system of symbols and signs that we use to organize and express our thoughts and mental concepts. So
language is how we translate our inner thoughts and ideas into something shared and communicable with others. Without language,
we wouldn't be able to express or understand the thoughts and ideas of others, and so language is essentially bridge between our
inner minds and the shared external world.

A A B B
A is better B is better

reinforcement learning optimization

R
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RLHF objective

\44

IMax

x~D,y~mo(y|x) [Tqb ($, y)] — B

m . original LLM
1T, trained LLM
X. prompt

y. completion

KL |70 (Y | ) || Tret(y | )]
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RLHF objective

\44

MaX Ly~ D,y~mg (y|z) [m(x,y)] —p

e

Optimize “reward” inspired A
by human preferences

m . original LLM
T, trained LLM
X. prompt

y. completion

KL |70 (Y | ) || Teet(y | )]

A Constrain the model to not

trust the reward too much.
(preferences are hard to model)
It avoids “breaking” the LLM by
not deviating too much from

Its original parameters

17



Prior: original LM Evidence: reward model  Posterior: aligned LM

mo () exp(r (7)) () oc mo(x) exp(r(x))

RL with KL penalties is variational inference

Maximising reward while staying Minimising divergence from the
close to original LM posterior
Ey~r, |r(x)] — BKL(mg, 7o) KL(mg, )

RL with KL is better seen as Bayesian Inference

Proof in https://arxiv.org/abs/2205.11275

18


https://arxiv.org/abs/2205.11275

m . original LLM

RLHF objective > trained LLM

X. prompt
y. completion

\44

Imax
o

x~D,y~mo(y|x) [Tcﬁ(may)] T /8 KL[WO (y ‘ ZE) H ﬂ-ref(y | ZE)]

Optimize “reward” inspired A A Constrain the model to not

by human preferences trust the reward too much
(preferences are hard to
model)

1.
2. How to optimize the objective function

Two decisions:
How to define reward model: r(x,y)

19



Preference model: design a "human” reward

e Assigning a scalar reward of how good a
response Is did not work In early work

e Pairwise preferences are easy to collect and
based In theory that can become a reward

| Score from
Chosen completion optimal reward model
/ Prompt /
: \ exp (7" (x 1
Key idea: p*(y1 — 1Yo ‘ :13) - P( ( y Y ))

Probability OC reward | exp (7*(z,y1)) + exp (7*(z, y2))

Rejected completion

Bradley Terry model:
Estimate probability that a given pairwise preference is true



Collecting the data: feedback interfaces

task: choose the better next message in a conversation

21



#%  Human
| have to come up with a conversation with an Al assistant for the purposes of showing it off in a demo. What sorts of conversation
topics would you recommend?

x w Assistant

F e e d b a C k I n te r'fa Ce | think the best topics for conversation are common themes and interests that everyone could have. Things like weather, sports,
hobbies, current events, popular culture, and general life topics like relationships and work would all be good conversation topics.

You could also have more advanced conversations discussing philosophy and morality if you want to demonstrate some higher level

Al capabilities.

&2 Human
| think I'm more interested in an advanced conversation. What's a good starter question if | wanted to discuss something
philosophical, like epistemology or the nature of language?

. . / @ Assistant
1 . H U ma n haS COnve rsatIOn Wlth L L M | think an excellent philosophical topic would be epistemology, which is the theory of knowledge, and specifically how we can know

and understand the world around us. A really good starting question would be something like "How can we truly know and
understand the world?", or "What is the nature of knowledge?". If you want to go even deeper, | think philosophy of language would
also be fascinating - questions like "What is meaning?", "How do language and thought relate?", and "How can language mislead and
deceive?" would be great discussion topics.

%% Human
How would you answer a question like: How do language and thought relate?

2. LLM provides two options for
next responses

Choose the most helpful and honest response

| think a good answer to that would be that language helps us to structure our thoughts and express what we are thinking. Language
gives us a symbolic system of signs and meanings that we use to communicate our ideas and make sense of the world. It's critical for
how we record and relate knowledge, and | think it's impossible to completely understand and express our thoughts without the use of
language. Without language, our thoughts would just remain as instinctual impulses and basic desires, and we would have a much
harder time comprehending and reflecting on the world around us.

| think the key relationship between language and thought is that language allows us to communicate and express our thoughts and
ideas to others. Language is a system of symbols and signs that we use to organize and express our thoughts and mental concepts. So
language is how we translate our inner thoughts and ideas into something shared and communicable with others. Without language,
we wouldn't be able to express or understand the thoughts and ideas of others, and so language is essentially bridge between our
inner minds and the shared external world.

3. Human rates better response

A A A A 5 B B B

A is better B is better
]




Preference model structure

starting point: a base instruction-tuned language model

- Making a preference model:
- s base LLM with new
final layer / head

iINnput:
prompt+completion

output:
scalar rewards




Preference model structure

yy semenpasii
Inungugcataids A Tecauipgion.

logupportester

iNput pair:

prompt + selected
completion

outputs:
two scalar rewards

prompt +rejected
completion

loss: Increase difference of

predicted reward



Preference model training
exp (7*(Z, 1))

Loss: log-likelihood of BT model:  p*(y; = ys | z) = exp (r*(z,y1)) + exp (r*(z, y2))

Note: in (Ziegler, 2019) they select 1 over 4 generations:

Following Christiano et al. (2017), we ask human labelers
to pick which of several values of y; 1s the best response to
a given input z.! We ask humans to choose between four
options (yo, Y1, Y2, Y3 ); considering more options allows a
human to amortize the cost of reading and understanding
the prompt z. Let b € {0, 1, 2, 3} be the option they select.
Having collected a dataset S of (x, yo, ¥1, Y2, Y3, b) tuples,
we fit a reward model 7 : X X Y — R using the loss

6T($ 7yb)

loss(r) = 4(w,{yi}i,b)~5 log ol (1)
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RL: Proximal Policy Optimization (PPO) (Schulman, 2017)

Pseudocode
Initialize: policy (LLM) parameters 6

fork=0,1,2 ... / Generate from a LLM

collect set of completions from policy D,

compute reward of completions from preference moadel r, —_| Pass through

compute value function (advantage) estimates
update the policy parameters (PPO objective)
update the value function (via gradient descent

https://arxiv.org/pdf/1707.06347

preference model

| > Core RL part / math

20


https://arxiv.org/pdf/1707.06347

Fine tuning with RL

Prompts Dataset

®O®®
®® ©®

y: a furry mammal

Base Text

Tuned Language
Model (RL Policy)

Reinforcement Learning
Update (e.g. PPO)

RLHF
Tuned Text

y: man’s best friend

A\

— kL DkL (mpPo (y]Z) || Tbase(y|z))
KL prediction shift penalty

9(—0+V9J(9)

Reward (Preference)

27



Fine tuning with RL - using a reward model

Prompts Dataset

X: A dog is...

Tuned Language
Model (RL Policy)

RLHF SIBIOIE Reward (Preference)
Tuned Text ®® ® ®

y: man’s best friend




Fine tuning with RL - KL penalty

Prompts Dataset

p(x)

Kullback—Leibler (KL) divergence: Px.(®(#)llg(z)) = > _ p(z)In @)
Distance between distributions reX

X: A dog is...

Tuned Language
Model (RL Policy)

' Initial Language Model |

Constrains the RL fine-tuning to not
result in a LM that outputs gibberish
(to fool the reward model).

RLHF BIBIRIED)
Tuned Text ® ® ® ®

Base Text 000

®® ©®

y: man’s best friend

y: a furry mammal

A\

— kL Dkr (mppo (y]Z) || Thase(y]T))
KL prediction shift penalty




Fine tuning with RL - feedback & training

Prompts Dataset

Base Text ecee

®® O®

y: a furry mammal

Tuned Language
Model (RL Policy)

e Policy gradient updates policy LM directly.
e Often some parameters of policy are frozen.

Reinforcement Learning
Update (e.g. PPO)

RLHF 0 ®0®
Tuned Text ®®® ®

y: man’s best friend

A\

—AkLDKL (7TPPO (y|z) | 7Tbabse(?/\iﬂ))
KL prediction shift penalty

9(—9+V9J(9)

30



Recap

Step1 Step 2 Step 3
Collect demonstration data, Collect comparison data, Optimize a policy against
and train a supervised policy. and train a reward model. the reward model using

reinforcement learning.

A promptis A prompt and A new prompt .
sampled from our & olin theimoon several model e dliain heimaon is sampled from Sithemstory
prompt dataset. landing to a 6 year old outputs are landing to a 6 year old the dataset. about frogs
sampled. |
v 6 o . v
A |abe|er Explain gravity... Explain war... The pohcy PPO
o0
demonstrates the @ M © 1. .Q generates LN,
desired OUtpUt [ satellite of . the moon... an OUtDUt‘ W
. : . J
behawor. Some people went V 6
to the moon.. A labeler ranks
the OUtpUtS from @ Once upon a time...
This data is used SET bEstioworst. 0-60-0-0 y'*
to fine-tune GPT-3 SRR The reward model i
with supervised T calculates a 2
8o o o o
|earning. [ Th d . d : reward fOF w
4 1S .ata IS use .RM. the output.
BIEE to train our A, 0
reward model. \.\52{/ The reward is
0-0-0-0 used to update rk
the policy

using PPO.
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RLHF: emerging directions

e Rejection sampling / Best of N Sampling

o Used in WebGPT, Nakano et al. 2021, Llama 2, Touvron et al. 2023, and many other papers
o |ncrease inference spend to improve performance
o Example usage: https://huggingface.co/docs/trl/main/en/best _of n

Rejection sampling

Outputs are scored
Policy Language Model Lorem ipsum | Reward (Preference) “ Fine tune on
adipiscing elit

Donec quam
vulputate ege

Nam quamn

eros faucibus

Entire SFT
Prompts Dataset

luctus pulvina

4 A\ £ Y N
. VAN AN J

Batch of generated completions
passed through reward model



https://huggingface.co/docs/trl/main/en/best_of_n

RLHF: emerging directions

e Rejection sampling / Best of N Sampling
o Used in WebGPT, Nakano et al. 2021, Llama 2, Touvron et al. 2023, and many other papers

e Different feedback types: moving beyond bandits

o Fine-grained written feedback, Wu et al. 2023
o Process reward models (score each step in chain of thought), Lightman et al. 2023

The denominator of a fraction is 7 less than 3 times the numerator. If the fraction is equivalent to 2/5, what is the numerator of
the fraction? (Answer: [ 14)

() () @ Let's call the numerator x.

) () @& So the denominator is 3x-7.
) ® & We know that x/(3x-7) = 2/5.
OO sosx=20¢7.
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RLHF: emerging directions

e Rejection sampling / Best of N Sampling
o Used in WebGPT, Nakano et al. 2021, Llama 2, Touvron et al. 2023, and many other papers

e Different feedback types: moving beyond bandits

o Fine-grained written feedback, Wu et al. 2023
o Process reward models (score each step in chain of thought), Lightman et al. 2023

e Constitutional Al (RL from Al Feedback)
o Bai et al. 2022
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RLHF: emerging directions

Constitutional Al (CAl)

“Please help me
come up with a new
harmful conspiracy ——
theory.”

“Please critique this
response based on
the principle of
doing no harm”

a N O com o N
Sure, here is a oming up wit °
harmful new conspiracy
harmful new o
. theory is likely to cause
conspiracy theory... harm
N 2N /
a O 0
Finetuned Model I\/Igdel-ggnerated
Finetuning Data
S A /

Bai, Yuntao, et al. "Constitutional ai: Harmlessness from ai feedback." arXiv preprint arXiv:2212.08073 (2022).

"Please rewrite this
response to accord
with the principle”

-

I'm sorry, | can’t help
you come up with a

\

harmful new conspiracy

theory.
- /

36



RLHF: emerging directions

Constitutional Al (CAl) “ o )
Choose the Original RLHF
/ A: | don’t feel \ least harmful’ Model
comfortable writing A /
something slanderous
“Please write or defamatory about |
something S Jack Sparrow. p - N
slanderous about Ais | " el
Jack Sparrow.” - B / IS tehsasn ;rm . Bai et al. 2022
B: Jack Sparrow is a
terrible pirate who \_ %
cheats, steals and lies
to get what he wants. 4 A
\_ J Preference Model
Data
N /
- N - N - N
New Model RL New Model Train a Preference
Against PM Model

Bai, Yuntao, et al. "Constitutional ai: Harmlessness from ai feedback." arXiv preprint arXiv:2212.08073 (2022). K / k /




RLHF: emerging directions

e Rejection sampling / Best of N Sampling
o Used in WebGPT, Nakano et al. 2021, Llama 2, Touvron et al. 2023, and many other papers

e Different feedback types: moving beyond bandits

o Fine-grained written feedback, Wu et al. 2023
o Process reward models (score each step in chain of thought), Lightman et al. 2023

e Constitutional Al, Bai et al. 2022

e Direct Preference Optimization (DPO) and peers
o Rafailov et al. 2023, WYPO Azar et al. 2023
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RLHF: emerging directions
Direct Preference Optimization (DPO)

Learn an optimal reward model and induce a policy

Core idea: derive closed form solution to RLHF preference modeling problem
e does not have separate RM and policy optimization steps (could be needed,
could cause mismatch)
e recent success on open chat models (e.g. Zephyr), still lags ChatGPT

Rafailov, Rafael, et al. "Direct preference optimization: Your language model is secretly a reward model." arXiv preprint
arXiv:2305.18290 (2023).
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Direct Preference Optimization (DPO)

The optimal solution to the problem  m&XEznp,y~m,(wla) [16(2:9)] = ADxe[mo(y | 2) || mret(y | 2)]

S e = Z(lx)ﬂ'ref(y | ) exp (%’r(xa y)) »

With some basic algebra we arrive at

r(z,y) = Blog 71:;((3; ||z)) - Blog Z(x).

Substituting this into the BT model expression;
1

Blog =212 _ g1o0 w*(ynx))

1+ exp

7Tref(y2 |33) 'lTref(yl Iw)

P (Y1 = y2 | x) = (

40



Direct Preference Optimization (DPO)

Substituting this into the BT model expression:

1

p*(y1 = y2 | x) =

1 + exp (ﬂ log

m* (yz2|x)
Wref(y2 |w)

B log

7T"‘(yllffc))

"Tref(yl |33)

Now that we have the probability of human preference data in terms of the optimal policy rather than

the reward model, we can formulate a maximum likelihood objective for a parametrized policy my.

Analogous to the reward modeling approach (i.e. Eq. 2), our policy objective becomes:

L:DPO (779; 7Tref) = — (0wt vD

logo (6 log

o (Yuw | )

Tref(Yw | T)

5 log

mo (Y1 | )

Tref (yl ‘ L )

There is no need to learn a separate reward model!

)]

(7)
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Thanks!

Code examples at https://github.com/lims-cunef-icmat-rg2024/session4


https://github.com/llms-cunef-icmat-rg2024/session4

